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One standing problem in the area of web-based e-learning is how to support instructional
designers to effectively and efficiently retrieve learning materials, appropriate for their
educational purposes. Learning materials can be retrieved from structured repositories,
such as repositories of Learning Objects and Massive Open Online Courses; they could also
come from unstructured sources, such as web hypertext pages. Platforms for distance edu-
cation often implement algorithms for recommending specific educational resources and
personalized learning paths to students. But choosing and sequencing the adequate learn-
ing materials to build adaptive courses may reveal to be quite a challenging task.
In particular, establishing the prerequisite relationships among learning objects, in terms

of prior requirements needed to understand and complete before making use of the subse-
quent contents, is a crucial step for faculty, instructional designers or automated systems
whose goal is to adapt existing learning objects to delivery in new distance courses.
Nevertheless, this information is often missing. In this paper, an innovative machine
learning-based approach for the identification of prerequisites between text-based
resources is proposed. A feature selection methodology allows us to consider the attributes
that are most relevant to the predictive modeling problem. These features are extracted
from both the input material and weak-taxonomies available on the web. Input data
undergoes a Natural language process that makes finding patterns of interest more easy
for the applied automated analysis. Finally, the prerequisite identification is cast to a binary
statistical classification task. The accuracy of the approach is validated by means of exper-
imental evaluations on real online coursers covering different subjects.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

In the field of distance education, the demand for web based e-learning is increasing, and e-learning platforms empower
instructional designers and learners with convenient and augmented new opportunities. During course building the teacher
or instructional designer has critical and complex tasks to accomplish: setting up the right learning goals on a particular
domain, conceiving the concept map, building Learning Objects (LOs) or re-adapting existing ones, and delivering the course
by the appropriate functionalities of the learning management system. One of the main motivations behind the adoption of
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LOs is to facilitate their reuse by as many people as possible (McGreal, 2004). That is why large online repositories of LOs
index these objects and provide functionalities similar to search engines to let instructors collect specific LOs for delivering
new courses.

The IEEE working group generally defines a LO as ‘‘any entity, digital or non-digital, which can be used, re-used and ref-
erenced during technology-supported learning”. Basically, they consist of size-limited (w.r.t. the size of one entire course)
chunks of instructional materials, e.g., a simple text document, a photograph or a video clip. Several parallel attempts aimed
at facilitating the authors in the task of fully specifying these objects by means of open standards, e.g., IMS Metadata (IMS
and Learning Consortium, 2016), IEEE LTSC LOM (LTSC, 2002) and Dublic Core (ASIS&T, 2016). They all include definitions of
metadata such as: identifiers, subjects, titles, keywords, descriptions, type and format of the content. The same information
can be exploited for effectively retrieving the right material from the online repositories.

Some standards explicitly cover the prerequisite relationships. For example, IEEE LOM specification allows us to use key-
words such as: outcome and prerequisite. An outcome concept is expected to be learned after the current LO, whereas the
knowledge of prerequisite concepts can be needed to explain outcome concepts, and is to be acquired beforehand. Fig. 1
depicts an example of learning material related to a Java course, and prerequisite relationships that partially order that con-
tent according to the goals each object is intended to reach.

Adaptive learning technologies give the chance to enhance traditional Intelligent tutoring systems by providing person-
alized learning paths to each user in terms of descriptions of actions that lead to certain learning outcomes. Often this is
accomplished by exploiting Artificial Intelligence and Data Mining approaches (Chen, 2008).

Metadata such as objectives and prerequisites are fundamental to support this adaptive process of delivering different
learning strategies and optimal learning paths to learners (Brusilovsky and Peylo, 2003). Basically, a prerequisite can been
seen as a low-level constraint that must be fulfilled if one wants to deliver two LOs in a particular sequence, as shown in
Fig. 2. But authoring these fields is a time consuming activity. Automatic metadata extraction (Roy et al., 2008) aims at devel-
oping techniques to support it by lessening the burden when learning materials are being created.

On a different note, an ontology can be viewed as a declarative model of a domain of interest that defines and represents
significant concepts, their attributes and potential relationships between them (Gruber, 1993). While terms extracted from a
text-based LO can have different meanings due to the well-known vocabulary problem (Furnas et al., 1987), an ontology’s
concept is unambiguous by definition. Prerequisite relationships may be explicitly defined in ontologies for manifesting
the case in which the meaning of one concept depends upon another.

Unfortunately, general ontologies that specialize every potential concepts and relationships of interest from multiple
domains are not available. Most of the times ontologies are application-oriented, and the role played by domain entities
is functional to a certain topic. General-purpose ontologies with a rigorous structure and high-quality entities, such as Word-
Net (Miller, 1995) and CYC (Lenat, 1995), suffer of low coverage of the represented entities (Ponzetto and Strube, 2007). Fur-
thermore, the prerequisite type is not generally included in the relationships of the ontologies’ components.

Recently, weak ontologies have been established as valid alternative to overcome the limitations that prevent formal
ontologies to spread (Maedche et al., 2003; Mahdisoltani et al., 2015). They are often populated by user-generated content
that collaborative platforms allow community members to constantly and quickly provide. Even if this content does not
often include all the principal elements of the formal ontologies (e.g., classes, axioms, specific relations), nor prerequisite
information, artificial intelligence technologies may take advantage of the collected information to perform Natural language
processing (NLP) and reasoning activities.

In the proposed approach, each given LO is being associated with one or more concepts in the weak ontology by an auto-
matic annotation process (see Fig. 3). Often weak ontologies include structures in which concepts are organized hierarchi-
cally. Although these kinds of ontologies do not allow information systems to automatically infer reliable new
knowledge, they offer relevant attributes describing the input LOs on a semantic level. For this reason, the feature vector
is built as a combination of lexical attributes extracted from the LO’s text content, and semantic attributes obtained from
the weak ontology.

In our scenario, Wikipedia (Wikimedia Foundation, 2016) is considered the weak ontology to which conceptual annota-
tions are referred to. Although it does not contain any prerequisite relationship, the general reference multi-language free
encyclopedia contains up-to-date descriptions of a huge amount of entities, with many references that bind them one
Fig. 1. Example of prerequisites between LOs.



Fig. 2. Prerequisites bind pairs of LOs stored in repositories. These relationships can be considered for developing learning paths for learners.

Fig. 3. Each LO is being assigned to a feature vector.
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another. On March 2017, the number of English articles outmatches 5 million. This allows us to have one single domain
ontology to every topic a course makes reference to, and generalize the proposed approach to the large variety of instruc-
tional materials made available by online repositories.

Our purpose is to introduce a weak ontology-driven approach to identifying prerequisites between text-based LO (or
units of learning materials). Given a pair of LOs, a feature vector is built by considering both the lexical and semantic attri-
butes extracted from their content. Machine learning (ML) techniques (Bishop, 2006) are considered for recognizing the exis-
tence of prerequisite relationships by casting the problem as a binary statistical classification task. Basically, an algorithm
learns specific patterns and characteristics of data to perform a specific task, also when the input instances were never seen
in the past. A given pair of LOs is therefore categorized to one of two classes, which represent weather or not a prerequisite
between the pair exists. A manually labelled training set of data containing pairs of LOs and expected prerequisite relation-
ships is considered for learning the classification model. A feature selection methodology allows us to consider the most rel-
evant attributes.
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To our knowledge, this is the first attempt to make use of ML techniques for automated identification of prerequisite rela-
tionships between learning objects. Talukdar and Cohen (2012) propose a similar approach based on MaxEnt classifiers, but
they evaluate it on few domains consisting of Wikipedia articles, instead of considering LOs extracted from online courses.
Yang et al. (2015) rely on Support vector machine (SVM) supervised learning models (Cristianini and Shawe-Taylor, 2000) for
identifying prerequisites in the more general setting of pairs of whole courses, as opposed to pairs of LOs.

In order to achieve our goal, the following research questions will also be addressed:

� Does the text content of a LO help in recognizing potential prerequisite relationships between pairs of LOs?
� Is it feasible to automate the identification of prerequisites by means of machine learning techniques?
� What is the effectiveness of the proposed approach?

The rest of the paper is organized as follows: Section 2 contains a description of the state-of-the-art. Section 3 introduces
the problem formulation. Section 4 describes the proposed approach, and Section 5 presents a comparative evaluation on
real online coursers covering different subjects. Concluding remarks are to be found in Section 6.
2. Related work

References to related works can be organized by the following two sub-tasks: (1) annotation of learning material and (2)
prerequisite identification.

2.1. Annotation of learning material

The annotation task is mostly focused on defining machine-understandable descriptions to each LO in order to put in
practice any search and delivery action. Whereas the task does not usually include the identification of prerequisites, it is
worth mentioning the attempts to inferring relevant attributes for representing learning material. In that scope, several algo-
rithms have been proposed to extract such metadata from documents and thus automate the creation of open repositories of
learning materials.

Miranda and Ritrovato (2014, 2015) describe a methodological approach consisting of several heuristics to automate this
activity by analyzing the content of the LOs. A shallow parser with inference rules produces the input to a classification algo-
rithm, which is considered for the identification of peculiar metadata, such as topics and learning resource type (e.g., narrative
text, questionnaire). While the obtained results are promising, the authors suggest to extend the analysis with deeper
semantic processing for obtaining satisfactory outcomes.

Dharinya and Jayanthi (2013) make use of existing ontologies, which already include the prerequisite relationships. For
this reason, they focus on the annotation procedure that, given a LO, returns a subset of the ontology’s concepts. They pro-
pose to extract the text information and weight the keywords with a tf�idf scheme (Baeza-Yates and Ribeiro-Neto, 2008) to
determine the most relevant concepts associated with each LO.

Smine et al. (2012, 2011) propose different categories of learning objects, namely, plan, exercise, example, course, charac-
teristic and definition; and an automatic annotation tool of pedagogical texts based on them. These generic metadata are use-
ful to facilitate the retrieval of learning material from online repositories. Instead, our approach is more focused on the
extraction of features that are relevant in the recognition of the peculiar prerequisite relation among LOs. High-level meta-
data, such as interactivity and intended end user role, are not considered significant for the task under examination.

Dharinya and Jayanthi (2013) propose an automatic annotation approach for improving the accuracy of online reposito-
ries and their search interfaces. They make use of predefined domain ontologies that represent the available concepts. Sim-
ilar to (Miranda and Ritrovato, 2014, 2015), a tf�idf scheme determines the most relevant terms and their mapped concepts.

2.2. Prerequisite identification

Scheines et al. (2014) use causal models for identifying prerequisites among knowledge components represented by
means of latent variables. The approach does not analyze the content of the LOs but exploits test data collected measuring
the student skills after attending the courses. Vuong et al. (2011) propose a similar approach, which makes use of large-scale
assessments. These attempts prove to be effective only if sufficient student skills assessment data are available, therefore,
they may be considered only after the course has already been authored and delivered.

Roy et al. (2008) make distinction between concepts that are supposed to be acquired after having taken a LO, and ref-
erences to concepts that required to be known before taking it. Specific part-of-speech elements, such as verbs, allow the
authors to identify phrases that contain concept definitions and citations to required concepts, which are considered prereq-
uisites. Research proves how features such as relevant entities, length of the content and part-of-speech nouns are correlated
with the prerequisites (Gasparetti et al., 2015).

A rule-based approach that analyzes significant patterns of part-of-speech tags (e.g., nouns and verbs) has been evaluated
in Jain and Pareek, 2013. Basically, patterns like ‘‘known as” fire a specific rule that considers the direct object in the sentence
as learning outcome. The approach grounds its roots in popular information extraction techniques on the web (Banko and
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Etzioni, 2007). Despite the approach looks interesting, statistical natural language processing does not always provide ade-
quate accuracy on technical domains (e.g., engineering and math) and alternative features cannot be included in the infer-
ence mechanism.

Liang et al. (2015) propose one of the first approaches that make use of Wikipedia to identify prerequisites. It is based on
mentions between pairs of LOs. The assumption is that, if most of the content of a LO makes references to another one, then
the latter is more likely to be a prerequisite of the former. Each mention is weighted with a tf�idf scoring function (Baeza-
Yates and Ribeiro-Neto, 2008), by considering both the frequency of the mentions on the LO content and the frequency on
the entire Wikipedia website (i.e., concept popularity). A statistical function determines the prerequisite. The authors do not
perform any feature extraction since they only consider Wikipedia articles as LOs, which explicitly contain mentions to other
articles, and additional attributes of the input material are not considered.

From a more general point of view of technical documents on the web, Talukdar and Cohen (2012) show how a classifier
that makes use of several inputs may provide significant suggestions about prerequisites. The authors exploit the Wikipe-
dia’s link graph and the graph built upon the edit histories of each page. A Maximum Entropy approach predicts whether
the main concept in a document is prerequisite for the main concept in a second document. But the effectiveness of the
approach has not been evaluated on learning materials. Since both (Liang et al., 2015 and Talukdar and Cohen, 2012) are
content-based approaches for the identification of prerequisites between LOs, they are considered in the comparative
evaluation.

As briefly mentioned in the introduction, prerequisites between pairs of courses have been studied in Yang et al., 2015,
which uses the Wikipedia taxonomy, latent space models and traditional keyword-based representations both to learn a
concept graph and determine the prerequisites. The classification is based on SVM techniques.
3. Problem formulation

The problem can be easily formalized by a binary function that, given two LOs, creates a relation to a 2-element set. Given
the set of the potential LOs L, the function is defined as follows:
g : L� L! Y ð1Þ

where Y ¼ f);0g indicates the prerequisite relationship between two LOs: either the first LO is prerequisite of the second
()), or no such prerequisite relationship does hold (0). For ML-based implementations of the g function, the problem is cast
to the well-known classification task, where the two elements in Y are one of the output categories assigned to an instance of
input. The model used for the classification is learned by considering a training set of instances that usually consists of pairs
of LOs with known prerequisite relationships.
4. The prerequisite identification approach

The whole process is shown in Fig. 4. After that the feature extraction has been performed on the pair of LOs, a feature
vector is constructed. Then a supervised learning paradigm takes the vector and carries on the classification task, determin-
ing whether a prerequisite relationship does exist between the LOs (that is, the implementation of the function g in Eq. 1).
This addresses the issue of the large effort required by human experts to manually state prerequisites, under the assumption
that a ML approach can learn to make accurate predictions based on small number of training instances (Bishop, 2006). In the
following subsection we discuss the first step shown in Fig. 4: feature extraction. The second subsection will then describe
the construction of the feature vector. Then we will be able to introduce the ML-based approach in Section 4.3.

4.1. Extraction of the features

Similarly to the approach proposed in Roy et al. (2008), the knowledge representation is multi-layered, as sketched in
Fig. 5. For each layer, a set of features are identified. Table 1 summarizes the full set. The chosen features are characterized
by having the following properties:
Fig. 4. Principal steps of the proposed approach.



Fig. 5. The three representation layers of a LO with relevant features.
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� Readily available by means of traditional NLP tools.
� Intended to be informative of the LO content.
� Adapted effectively to different domains of interest.

Additional analysis of the validity of assumptions that motivated us to select the following features is to be found in
Gasparetti et al. (2015).

In the lowest layer (I), lexical analysis is performed on the text representation of each LO, which is tokenized into a

sequence of terms. The length of the term sequence is represented by f ðloÞl .



Table 1
Features considered in the approach.

Features associated with a learning object lo.
f ðloÞnn set of nouns in lo.

f ðloÞC set of Wikipedia articles annotated to lo.

f ðloÞl length in terms of number of words.

Features associated with a Wikipedia article c or category k.
f ðcÞl length in terms of number of words.

f ðcÞ
l0

length in terms of number of words of the summary section.

f ðloÞC;l average length of the articles in f ðloÞC .

f ðloÞ
C;l0

average length of the summary section of the articles in f ðloÞC .

f ðcÞL set of links in c to other articles.

f ðcÞL0 set of links in the summary section of c to other articles.

f ðcÞt title of the article c.

f ðcÞK Wikipedia categories assigned to c.

f ðkÞC;K set of Wikipedia articles in the Wikipedia category k.

Features associated with a pair hloi; loji of LOs.
f ðloi ;lojÞL set of links in f ðcÞL that point to f ðlojÞC , where c 2 f ðloiÞC .

f ðloi ;lojÞL0 set of links in f ðcÞL0 that point to f ðlojÞC , where c 2 f ðloiÞC .

f ðloi ;lojÞnn;\ set of nouns in f ðloiÞnn that also belong to f ðlojÞnn .

f ðloi ;lojÞnn;[ set of nouns in f ðloiÞnn and f ðlojÞnn .

f ðloi ;lojÞC;nn number of links in f ðcÞL whose title corresponds to a POS noun in f ðlojÞnn , where c 2 f ðloiÞC .

f ðloi ;lojÞK;d counts the number of super-categories or sub-categories that loi has in common with loj at distance d.
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A part-of-speech (POS) tagger (Toutanova et al., 2003) gets the term sequence and assigns a tag of the principal POSs to
each term, namely, noun, verb, article, adjective, preposition and pronoun. Since we are more interested in terms that represent

people, places, things, or classes of these elements, the POS nouns f ðloÞnn are collected. For instance, given the following LO:

lo1 = ‘‘An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way biological
nervous systems, such as the brain, process information. The key element of this paradigm is the novel structure of
the information processing system. It is composed of a large number of highly interconnected processing elements (neu-
rons) working in unison to solve specific problems.”.

the set of extracted nouns f ðlo1Þnn consists of:

{neural network, ANN, information processing paradigm, way, systems, brain, process information, element, paradigm,
structure, information processing system, number, processing elements, neurons, unison, problems}.

It is interesting to introduce two features that correlate the set of nouns extracted between two LOs, loi and loj. In
particular, their intersection and union, as follows:
f
ðloi ;lojÞ
nn;\ ¼ f ðloiÞnn \ f ðlojÞnn f

ðloi ;lojÞ
nn;[ ¼ f ðloiÞnn [ f ðlojÞnn ð2Þ
Given a second LO,

lo2 = ‘‘An MLP can be viewed as a logistic regression classifier where the input is first transformed using a learnt non-
linear transformation. This transformation projects the input data into a space where it becomes linearly separable. This
intermediate layer is referred to as a hidden layer. A single hidden layer is sufficient to make MLPs a universal
approximator.”

where the nouns are underlined, we obtain:
f
ðloi ;lojÞ
nn;[ ¼fANN; approximator; brain; element; information processing paradigm;

information processing system; input; input data; layer; MLP; neural network;
neurons; number; paradigm; problems; process information; processing elements;
regression; structure; systems; transformation; unison; wayg

f
ðloi ;lojÞ
nn;\ ¼£
We assume that nouns correspond to concepts. Therefore, articles dealing with multiple concepts should be considered
more general and, therefore, prerequisites of more specific ones.
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Finally, the semantic annotation stage extracts relevant entities in the text content, such as persons, cities or events.
Annotation, or tagging, is about attaching this kind of entities to a document, or to a portion of it (Reeve and Han, 2005).
It provides metadata about an existing piece of data. It can also be seen as the extraction of semantic relationships between
domain-relevant terms in text. Usually, these relations map grammatical elements of each sentence and corresponding
entities in the dedicated-domain ontology. In our scenario, Wikipedia is considered as the weak ontology to which the
semantic annotations are referred to.

Given a LO, the annotation stage outputs the set f ðloÞC of entities, each corresponding to a Wikipedia article that describes
them. Whereas several annotation tools are available online, Tagme Ferragina and Scaiella, 2012 has been considered as it
provides fast and accurate annotations based on Wikipedia. It is also available as a public web service.

By annotating the two examples lo1 and lo2, the following two sets of concepts are obtained, respectively:
f ðlo1ÞC ¼fArtificial Neural Network; paradigm; brain; information processing systemm; neuronsg
f ðlo2ÞC ¼fMLP; logistic regression; classifier; linearly separable; universal approximatorg
Additional components of the Wikipedia ontology are part of the (II) layer, which provides Wikipedia features related to

the identified annotations. In particular, the length of the article f ðcÞl and its internal links f ðcÞL , that is, references between arti-
cles. Complex entities that include several references to other concepts may refer to topics that should be discussed later in a
course, whereas, by contrast, longer discussions may describe introductory topics that should be positioned before others.

Since Wikipedia articles are usually structured with a first section that consists of a quick summary of the most important

points and references, specular features limited to this section are introduced by the notations f ðcÞl0 and f ðcÞL0 . First sections are
brief and concise descriptions of the topic, that will be discussed in greater detail in the following sections, and, for this rea-
son, they are less keen to cover less relevant concepts. Fig. 6 shows the first section of the article c Multilayer perceptron
(MLP), so the following set of links is obtained:
f ðcÞL0 ¼fFeedforward neural network; Artificial neural network; Directed graph;
Processing element; Activation function; Supervised learning; Perceptron;
Linear separabilityg
Additional features in the II layer that are worth considering are the links that bind an article annotated to loi with an
article annotated to loj, and vice versa. The rationale is that more general concepts create several binds to specific ones, espe-
cially if the author of the article wants to give an overview of the domain leaving the reader to deep discussions on special-
ized pages. The features can be formulated as follows:
f
ðloi ;lojÞ
L ¼

[

c2f ðloi Þ
C

f ðcÞL \ f
ðlojÞ
C f

ðloi ;lojÞ
L0 ¼

[

c2f ðloi Þ
C

f ðcÞL0 \ f
ðlojÞ
C ð3Þ
Multilayer perceptron (MLP), which is one of the annotations in f ðlo2ÞC , clearly contains a link to Artificial neural network
(ANN), that is, one of the annotations of lo1.

We can also count the number of annotations in loi whose title corresponds to a POS noun in loj as follows:
f
ðloi ;lojÞ
C;nn ¼

X

c2f ðloi Þ
C

X

nn2f ðloj Þnn

equalðf ðcÞt ; textðnnÞÞ ð4Þ
where textð�Þ returns the text representation of the given noun, and equalð�; �Þ ! f0;1g is the similarity function between two
texts. Occasionally, the authors of Wikipedia articles do not include a link for each entity cited in the text. This feature allows
us to count these omitted links by comparing the text representation of links and the tagged nouns. These last features rep-
resent implicit references between articles annotated to pairs of LOs, which are identified by analyzing the underneath weak
ontology and its text content.
Fig. 6. First section of one Wikipedia article.
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Since a LO may be annotated to more than one Wikipedia article, the notion f ðloÞC;l represents the average length of the arti-
cles, in terms of the number of words, i.e.:
f ðloÞC;l ¼
1

f ðloÞC

���
���
X

c2f ðloÞ
C

f ðcÞl ð5Þ
Similarly, but limited to the summary section, we introduce the feature f ðloÞC;l0 as follows:
f ðloÞC;l0 ¼
1

f ðloÞC

���
���
X

c2f ðloÞ
C

f ðcÞl0 ð6Þ
Again, we follow a similar rationale of the features introduced above, that is, lengthy articles may be considered introduc-
tory material covering several different concepts.

The high-level layer (III) consists of categories that Wikipedia makes available to the users for finding pages on similar
subjects. Categories are normally found at the bottom of each Wikipedia web page. Each article c may be assigned to one

or more categories f ðcÞK , where the k-category contains a set of articles f ðkÞC;K .
Ontologies are usually composed of concepts connected through specific relationships. A concept represents a class of

entities within a domain. For example, Jimmy Carter, George Washington and Barack Obama are all entities in the class Pres-
idents of the United States. A relation may describe the interactions between two concepts. In particular, the specialization
relation (often named is-kind-of ) underlying taxonomies, which organize concepts into hierarchical structures. For instance,
the ‘Butterflies’ class is-kind-of ‘Lepidoptera’ class.

The hierarchy of Wikipedia categories is not strictly an is-kind-of taxonomy of concepts. While it provides a hierarchical
fine-grained structure of classes featuring similar articles, the subcategories of a given category sometimes satisfy different
relationships, such as instance-of, member-of or has-a. The authors of the hierarchy do not provide any information about a
generic relationship between two categories. Nevertheless, if two LOs are annotated with articles whose categories are
related one another, it is relevant to assessing their mutual position and distance. A category placed lower than another does
likely represent entities that are more specific, and are supposed to be introduced later in a course.

More formally, we introduce the whole set of categories in WikipediaK, and the set of categories of the articles annotated
to lo:
KðloÞ ¼
[

c2f ðloÞ
C

f ðcÞk ð7Þ
and two functions childs : K! PðKÞ and parents : K! PðKÞ, which return the set of direct super-categories and sub-
categories of a given k-category, respectively.

Using the above functions, we can easily focus on layers of super- and sub-categories, placed at different distance from a
given category, as follows:
KðloÞ";1 ¼ k 2 KjchildsðkÞ 2 KðloÞ
n o

KðloÞ#;1 ¼ k 2 KjparentsðkÞ 2 KðloÞ
n o

KðloÞ";2 ¼ k 2 KjchildsðkÞ 2 KðloÞ";1
n o

KðloÞ#;2 ¼ k 2 KjparentsðkÞ 2 KðloÞ#;1
n o

� � �

Finally, a single numeric value indicates how many categories above and below the loi’s categories correspond to the loj’s

categories as follows:
f
ðloi ;lojÞ
K;d ¼ KðloiÞ#;d \ KðlojÞ

���
���� KðloiÞ";d \ KðlojÞ

���
��� ð8Þ
A positive value, here, means that one or more categories below loi represent the annotations in loj. In other words, loj

deals with concepts that are positioned under the loi’s concepts in the taxonomy, so it is likely that loi, which discusses more
general concepts, is to be introduced before loj.

In the case of the above example, Kðlo1Þ contains the category Computational statistics and Kðlo2Þ the category Artificial neural
networks (category). Since in the Wikipedia hierarchy, Artificial neural networks (category) is a direct subcategory of Compu-
tational statistics, i.e.:
Kðlo1Þ#;1 ¼ fArtificial neural networksðcategoryÞ; . . .g ð9Þ
it results that f ðlo1 ;lo2ÞK;1 ¼ 1, meaning that the Artificial neural network maybe prerequisite to Multilayer perceptron.
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Empirical investigation on a small dataset suggests us to limit the exploration to two levels above and below the original
LO categories. Additional levels negatively affect the inference since they may include categories semantically too much dis-
tant from the ones associated with the LO, which wrongly represent its actual concepts.

By considering the previous two ML-based attempts for identifying prerequisites on learning material, Yang et al. (2015)
use a more traditional content-based approach, where each element (learning course) is represented by high dimensional
vectors of keywords extracted from materials, and Wikipedia categories obtained by a trained classifier. Since in Talukdar
and Cohen (2012) the authors consider Wikipedia articles as LOs, two categories of features extracted from that weak tax-
onomy are considered. The first originates from network analysis on the graph of internal links between Wikipedia articles,
and the bipartite graph relating Wikipedia articles to authors that have edited them. The second category refers to overlaps
in categories associated with two articles, i.e., the number of times one article cites another one. Liang et al. (2015) do not
consider a ML-based approach but propose to consider references between pairs of Wikipedia articles. The proposed family
of lexical and semantic features extracted for the content of LOs represents a large variety of dimensions w.r.t. the state of the
art. This guarantees the ML techniques to have a significant number of variables as source of informative data.

The MediaWiki action API (W. Project, 2016) is the web service that provides access to Wikipedia and allows us to easily
obtain all the above-mentioned features by making HTTP requests and parsing JSON responses.

4.2. Construction of the feature vector

Our hypothesis is that the value of the above-defined features influences the estimation of the existence of a prerequisite
between two LOs. But the initial set of raw features can be redundant or noisy. Certain features may be also more relevant
than others w.r.t. specific domains. Before considering them in the classification, a feature selection is prompted for construct-
ing a reduced set of features to facilitate learning and guarantee generalization.

Usually the input representation of the features is conveniently described by a feature vector~f , as shown in Table 2. Each
dimension of the given vector represents an attribute that takes on a value in a predefined domain. In our context, all the

dimensions are in R. Initial features, such as f ðloÞC and f ðloÞnn , which see their values in different domains are converted to a
numeric measure by considering their cardinality. Since most of the values represent the same feature evaluated on pairs
of LOs, we take into consideration the ratio of the two quantities in order to make the inference independent of absolute
values.

Information gain (IG) is one of the most popular feature selection approach in the literature. It has been developed in the
content of Information theory and measures the number of bits of information obtained for category prediction, if the only
information available is the presence of a feature and the corresponding class distribution. It corresponds with the expected
reduction in entropy in terms of uncertainty associated with a random feature Mitchell, 1997.

Given T ¼ f~f 1;~f 2; . . . ;~f ng the training dataset, ~f i½j� the value of the j-th attribute in~f i, and valðjÞ the set of all possible val-
ues for attribute j, the IG of j is defined as follows:
Table 2
Feature

jf ðloi ÞC j
jf ðloj ÞC j
IGðT; jÞ ¼ HðTÞ �
X

x2valðjÞ

f~f i 2 Tj~f i½j� ¼ xg
���

���
jTj Hðf~f i 2 Tj~f i½j� ¼ xgÞ ð10Þ
where HðTÞ is the entropy of the original dataset, and the second term is the expected entropy after T is partitioned using the
attribute j. The fraction weights the entropy by the ratio of examples that have the specific feature value.

Given T, for each feature we compute the IG and dismiss those features whose gain is less than some predetermined
threshold. Section 5 discusses the IG values of the attributes by considering different datasets.

4.3. Machine learning-based recognition of prerequisites

Given two LOs, once the feature vector is built, a supervised learning paradigm is considered for the classification task.
Supervised learning consists of algorithms that aim at approximating a mapping function, which predicts the output vari-

ables given a new input data. It is called supervised learning because the process of an algorithm learning from the training
dataset can be resembled to that of a teacher supervising the learning process of a student. The prediction model of the algo-
rithm is iteratively corrected each time an instance of the training data is wrongly classified. In our case, the mapping func-
tion correspond to Eq. 1 introduced in Section 3.

In particular, a statistical classification estimates if two LOs are in a prerequisite relationship. Once the feature extraction
is performed, the ML-based process only requires to input the feature vector representing the pair of LOs to the trained
vector~f representing the pair hloi; loji of learning objects to analyze.
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model and get the relationship prediction, as depicted in Fig. 4. The training dataset used for building the classification model
is composed of instances of pairs of LOs whose relationship is known.

The classifiers taken under consideration for this task are: C4.5 decision tree, Multilayer perceptron (MLP) neural network
and naive Bayes (NB) classifier.

In data mining, a decision tree is a predictive model that can be used to represent both classifiers and regression models.
The C4.5 algorithm performs decision tree classification for a given dataset by recursive division of the data, with a depth-
first strategy for the construction of the tree. Pruning methods have been introduced to reduce the complexity of tree struc-
ture without decreasing the accuracy of classification. Subtree raising is the adopted pruning support procedure, which
moves nodes upwards toward the root of the tree and also replaces other nodes on the same way (Zhao and Zhang, 2008).

MLP is a popular model in artificial neural networks (Hornik et al., 1989); unlike other statistical techniques, it makes no
prior assumptions concerning the data distribution. It has been shown that a MLP can be trained to approximate virtually
any smooth, measurable function. It consists of a system of interconnected neurons, or nodes, which model a nonlinear map-
ping between the feature vector and an output value. The nodes are connected by weighted arcs, and output signals are a
function of the sum of the inputs combined by a nonlinear activation function. The output of a node is fed forward to be
an input to the nodes in the next layer. A traditional Limited-memory BFGS algorithm Liu and Nocedal, 1989 is considered
for the training phase of a network composed of one hidden layer. All the features in the input vector are standardized,
including the target.

Bayes classifiers (Mitchell, 1997) are probabilistic techniques that aim at estimating the probability pðY j~f Þ. They are kinds
of generative classifiers, since they specify a way to generate the feature vectors x for each possible class y. It is put into prac-

tice by learning a model of the joint probability pðY ;~f Þ. The prediction is calculated by estimating pð~f jYÞ with the Bayes rule.
The naive Bayes assumption is that all the features are conditionally independent given the output class c 2 Y , that is:
pð~f jy ¼ cÞ ¼
YD
i¼1

pð~f ½i�jyÞ ð11Þ
so that they can be estimated separately for each value of y. Most of the times this assumption is wrong because the features
are usually dependent one another, but the resulting model is easy to fit and works well in various tasks. Moreover, by con-
sidering probability distributions, the prediction is associated with an uncertain level, so we can refuse to classify an instance
if we are not sure.

Regarding the parameters of the classifiers, Table 3 reports the models’ configurations considered in the experiments
selected by a 5-fold cross validation on a dataset distinct from the one used in the evaluation.

5. Evaluation

Lab-based experiments based on the Cranfield paradigm (Cleverdon, 1997) allow us to test and compare different strate-
gies and share the outcomes by considering the same static test collection, which can be considered in future experiments.
For this reason, an adequate dataset T is required to both training and testing the algorithms against. In the experiments we
considered a dataset of three collections (or sub-datasets) of different domains, where every collection corresponds to an
online repository of LOs, as summarized in Table 4.

The CrowdComp dataset (Talukdar and Cohen, 2012) is one of the considered sub-dataset. It consists of five domains
(denoted by D1-D5 in Table 4), with a total amount of 206 prerequisites and 1600 LOs. To our knowledge, it is the only public
dataset that provides enough depth for including different topics and a sufficient amount of prerequisites. It provides the text
content of each LO, which have been collected from a real-world collection of learning material. The Amazon Mechanical
Turk crowdsourcing platform Amazon.com, 2016 has been exploited for recruiting participants that manually defined the
prerequisites relationships.

Since the CrowdComp dataset is composed only of Wikipedia documents with the characteristic to be appropriate as
learning material in a didactic course, two additional repositories have been considered. In particular, two subsets of the
courses offered by the Udacity Udacity (2016) and edX (edX Inc., 2016) platforms (D6-D10 and D11-D14, respectively),
where most of the learning material is in the video format. In the experiments, subtitles represent the text content associated
with each lesson, which is considered a single LO.

Random pairs of LOs are sampled and two experts in the related domain were asked to identify potential prerequisites. If
the experts agree on confirming or negating the dependence, it will be considered in the experiments. Fig. 7 shows two
instances of text LOs from the Psychology course and the prerequisite relationship between them. The references to the
Table 3
Parameters of the classifiers.

C4.5: Confidence threshold for pruning 0.25
MLP: Hidden layers (configuration) 1
MLP: Learning rate (training) 0.3
MLP: Momentum rate (training) 0.2



Table 4
Statistics about the 14 domains that compose the dataset, grouped in three collections: CrowdComp (Talukdar and Cohen, 2012) and two extracted from the
Udacity and edX platforms (R. T. University, 2016).

ID Domain LOs and courses Prerequisites

CrowdComp D1. Meiosis 400 67
D2. Public-key Cryp. 200 27
D3. Parallel Postulate 200 25
D4. Newton’s Laws 400 44
D5. Global Warming 400 43

Udacity D6. Biology 206 (1) 16
D7. Computer Science 2,396 (4) 68
D8. Math, Statistics & Data Analysis 1,759 (3) 12
D9. Physics 546 (1) 10
D10. Psychology 690 (1) 26

edX D11. Design 66 (2) 10
D12. Economy and Finance 91 (2) 12
D13. Engineering & Project Management 582 (15) 64
D14. Politics 62 (2) 8

Fig. 7. A prerequisite between two LOs in the Psychology domain extracted from the Udacity repository. Courtesy of Udacity Udacity, 2016 and San Jose
State University.
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two datasets’ LOs have been made publicly available online (R. T. University, 2016) to support future comparative
evaluations.

A leave-one-out cross validation splits the experimental dataset T into 14 groups (or folds) of instances, each group related
to one domain. The model is then trained on all folds, except for the one that was left out, which is used as test set.
The process is repeated so that each fold gets the opportunity at being left out and acting as the test dataset. Finally, the
performance measures are macro-averaged across all folds to estimate the capability of the algorithm to perform correct
classifications. Since the sub-datasets have different sizes in terms of the number of LOs, each contribution is weighted
by its relative importance.

As of performance assessment, the traditional measures considered for the classification task have been evaluated
Baeza-Yates and Ribeiro-Neto, 2008), namely, Precision (Pr), Recall (Re), F1-measure (F1), Accuracy (A) and Area under
the ROC curve (AUC). As for true positives, the prerequisite relations that do exist and have also been correctly identified
by the approach are counted. Similarly, true negatives are the number of prerequisites identified by the approach that do
not actually exist.

As baseline approach, a Zero Rule classification (0-RL) has been considered, which relies on the frequency of targets and
predicts the majority target category.

Significance tests between every pair of approaches have all been empirically validated by the paired t-test (P < 0:05).
The preliminary assumption, or null hypothesis H0, is that two identification approaches being tested are equivalent in terms
of performance.

Table 5 reports the outcomes of the evaluation. In particular, among the ML-based approaches, the MLP proves its ability
to learn complicated multidimensional mapping going beyond traditional regression and Bayesian approaches, which obtain
similar performances. In particular, the NB approach shows better outcomes in terms of AUC, but the C4.5 decision tree
improves the precision and recall of the classification.



Table 5
Performance outcomes. Standard deviation r over the courses inside the parentheses.

Pr Re F1 A AUC

0-RL 0.34 (0.01) 0.58 (0.01) 0.42 (0.01) 0.68 (0.09) 0.50 (0.00)
C4.5 0.78 (0.01) 0.74 (0.02) 0.74 (0.02) 0.74 (0.02) 0.74 (0.02)
MLP 0.81 (0.02) 0.78 (0.03) 0.78 (0.03) 0.78 (0.03) 0.87 (0.01)
NB 0.71 (0.04) 0.70 (0.03) 0.69 (0.03) 0.70 (0.03) 0.78 (0.02)
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The precision of the MLP classifier outperforms also the approach proposed by Liang et al. (2015). According to authors, it
reaches a precision Pr ¼ 0:61 on the CrowdComp dataset, whereas the proposed approach obtains a Pr ¼ 0:75 by considering
only the CrowdComp’s domains (i.e., D1-D5). A difference of this approach, w.r.t. ours, is also in that, while it is still based on
Wikipedia, it considers solely mentions between LOs as features for prerequisite identification. Different representations of

the same attributes take the form of f ðloi ;lojÞL and f
ðloi ;lojÞ
L0 in our approach. Moreover, the prerequisite identification is based on

static rules, so they do not adapt the identification to specific course domains. On the other hand, the ML-based approach
proposed in Talukdar and Cohen (2012) reaches an accuracy of A ¼ 0:58 w.r.t the 0.75 accuracy of the proposed approach
on the CrowdComp dataset.

It is interesting to investigate the instances in which the classification fails to spot the prerequisite relationship. A per-
domain analysis of the outcomes reported in Table 6 shows how two domains get observations distant from the others,
namely, D4 (Newton’s Laws) and D14 (Politics). The performance measurement indicates a comparatively lower accuracy
of predictions, that is, a higher chance to have wrong prerequisites in output (false positive) or to ignore actual prerequisites
(false negative).

By an empirical analysis of the learning material, most of the instances that negatively affect the sensitivity of the iden-
tification are characterized by having two characteristics. In the first case, the text content of the LO is too short, or with
several implicit references to previous or future learning materials, for example:

In a way you can describe the linear economy in five or six lines. I’m not going to do it now but let me assure you that the whole
world is dominated by these five or six assumptions around a linear economy. It’s great fun to try and dig out what they are.

In the above short LO, only one concept is annotated. An instructional manager might plausibly take the above content as
introduction to further material about linear economy; on the other hand, such a limited content would make difficult, if not
impossible, for a content-based approach, to autonomously infer relationships with other materials.

In other words, the above annotation step fails to spot further Wikipedia articles that are required for correctly represent-
ing the input (see II and III layers Fig. 5 and discussion in Section 4.1). Basically, this happens because relevant keywords are
not explicitly included in the text content, and, in other circumstances, because the whole content does not help the anno-
tator to disambiguate the included keywords and assign them to the corresponding concepts.

The LO may also refer to instructional material whose goal is to aid understanding and expand content experience to
demonstrate a previously mentioned concept, such as the following example:

A while ago, I was driving along in this rental car I could not figure out how to turn on the dome light, so I had to pull out the
owners’ manual. The public interface of the class is also described in a kind of owners’ manual, called javadoc.

By annotating this content, irrelevant concepts and related categories are extracted. This is in fact a disadvantage, as it
negatively alters the accuracy of the feature vectors that represent this LO and, thus, the classification outcomes.

A feasible workaround for addressing this last issue consists in the use of of a dictionary of terms and concepts that better
characterizes the domain under consideration. This dictionary can be drawn up by a domain expert or by automated pro-
cesses (Hasan and Ng, 2014). The annotations of the learning materials that does not make reference to this dictionary
are filtered out and, therefore, ignored by the prerequisite identification step. In the circumstance of a LO assigned to very
few annotations, the domain expert (e.g., instructional designer) may be involved in a manual annotation step to enrich the
description metadata by making explicit references to the considered ontology.
Table 6
Performance outcomes for each single domain (D1-D14) introduced in Table 4, considering the best-performing classifier (MLP).

Pr Re F1 A AUC Pr Re F1 A AUC

D1. 0.80 0.80 0.79 0.79 0.90 D8. 0.86 0.82 0.80 0.82 0.97
D2. 0.73 0.59 0.59 0.58 0.85 D9. 0.92 0.90 0.90 0.90 1.00
D3. 0.86 0.85 0.85 0.85 0.89 D10. 0.92 0.83 0.85 1.00 0.80
D4. 0.34 0.58 0.42 0.68 0.50 D11. 0.74 0.73 0.73 0.73 0.73
D5. 0.84 0.83 0.84 0.82 0.86 D12. 0.82 0.82 0.82 0.75 0.90
D6. 0.89 0.86 0.86 0.86 0.79 D13. 0.76 0.67 0.65 0.67 0.83
D7. 0.80 0.80 0.80 0.80 0.87 D14. 0.21 0.37 0.27 0.37 0.37



Table 7
Information gain calculated on each of the five CrowdComp domains D1-D5 introduced in Table 4.
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D1 0 0 0 0 0 0 0.31 0 0.03 0 0.06 0.01
D2 0 0 0 0 0 0 0.17 0 0 0.07 0.04 0
D3 0.02 0.08 0 0 0 0 0.16 0.06 0 0 0.25 0
D4 0.02 0 0 0 0 0.08 0.32 0 0 0.01 0.12 0
D5 0 0.08 0.01 0 0 0 0.20 0 0 0 0.07 0
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The proposed classifier is constructed from a training set of data which consists of descriptive information for a sample of
instances for which one also knows if the prerequisite exists or not. One interesting question is related to potential correla-
tions between this set and the subset of features that guarantees best performances. Table 7 shows the IG measure evaluated
on the domains included in the CrowdComp dataset (namely, D1-D5), which contain a significant amount of prerequisites w.
r.t. the other datasets, and it guarantees an adequate significance of the measures for each domain.

By comparing the IG throughout the considered domains, it is possible to see that highest relevance is usually obtained by
specific features, such as the ratio of the number of POS nouns extracted from pairs of LOs, or the number of Wikipedia
super-categories or sub-categories that the first LO has in common with the second. Some of the features do not provide

any support for the task under consideration, namely the
f
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C;l

f
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ratio, which refers to the summary sections of Wikipedia arti-

cles, and the
f
ðloi Þ
C;l0

f
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ratio, which is related to the number of links in the summary section. This implies that a feature selection

methodology is required to reduce the feature vector by ignoring those attributes. In the discussed experiments, the features
with IG greater than 0 are considered.

An additional observation is the relatively low IG value of some of the considered features. Basically, whereas a single
feature is not able to precisely determine the presence of a prerequisite, the ensemble of multiple features does actually
allow the ML-based approach to infer the relationship with high accuracy, by combining evidence from different aspects
of the input data. This supports the hypothesis that content-based approaches, which extract feature vectors representing
multiple characteristics of the learning materials, have better chances to identify the prerequisite dependencies in compar-
ison with approaches based on few or single features.

The order of the most relevant features for the classification task substantially differs between pairs of courses. By com-
paring the Kendall’s s coefficient between each pair of domains in the subset fD1;D2;D3;D4;D5g , we obtain the following
correlations:
sDn ;Dm ¼

1
0:61 1
�0:10 0:01 1
0:39 0:23 0:07 1
0:31 0:49 0:25 0:53 1

0
BBBBBB@

1
CCCCCCA
The following pairs of courses:

<D1:‘‘Meiosis”, D2:‘‘Public-key cryptography”>
<D5:‘‘Global Warming”, D4:‘‘Newton’s Laws”>

show similar sets of features that guarantee the best classification performance. On the contrary, the following pairs:

<D1:‘‘Meiosis”,D3:‘‘Parallel Postulate”>
<D3:‘‘Parallel Postulate”, D2:‘‘Public-key cryptography”>
<D4:‘‘Newton’s Laws”, D3:‘‘Parallel Postulate”>

have different top-ranked feature sets. This proves how the feature selection must be evaluated for each subject in order to
learn the peculiar characteristics of the subject’s courses which, in turn, allow classifiers to perform the best.

6. Conclusions

A novel approach for discovering prerequisite relationships between text-based learning materials has been proposed. It
provides useful support both to instructional designers, in authoring the LO’s metadata, and to systems implementing adap-
tive learning technologies aimed at speeding up the course building operations, such as those suggesting personalized learn-
ing paths by sequencing the available learning materials.
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We submit that relevant implications do result from this work. For one, the outcomes of the comparative evaluation car-
ried out on public datasets support the hypothesis that the prerequisite identification task can be cast to a classification
problem, where two input LOs are represented by a feature vector of attributes extracted from their text content. Then,
the presented 3-layer representation of attributes has been proven more discriminative and informative for the classification
task, than other solutions proposed in literature. Such representation seems to be an addition to the state-of-the-art, as it
considers (1) both lexical and semantic properties of a LO (e.g., respectively, nouns, and the exact meaning of a keyword),
and (2) also taxonomic relations between pairs of LOs.

The presented multi-domain evaluation proves also that the feature-based approach is easily adaptable to different topics
by performing standard feature selection techniques. Moreover, additional features can also be considered in the inference
process, provided that representations of their measures are defined in categorical or numerical form.

Future research activity is towards the identification of semantic relationships and properties associated with Wikipedia
resources that can support the identification task. Although structured databases, such as DBpedia DBpedia, 2016, do allow
users to submit semantic queries (e.g., ‘‘All the impressionist painters that have actively worked in Netherlands”), and can
answer by sifting through the content spread across many different Wikipedia articles, one standing problem, here, is in that
the basic weak relationships provided by theWikipedia taxonomy are limited in their expressiveness, because of their inabil-
ity to capture all the domain specific knowledge.
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