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Abstract
As the number of textbooks soars, people may be stuck into thousands of books when learning knowledge. In order to provide
a concise yet comprehensive picture for learning, we propose a novel framework, called MM4Books, to automatically build
metro maps for efficient knowledge learning by summarizing massive electronic textbooks. We represent each book in digital
libraries as a sequence of chapters, and then obtain learning objects by clustering the semantically similar chapters via an
unsupervised clustering method to create a learning graph, and then build the metro map by applying an integer linear
programming-based technique to select a collection of high informative and fluent but low redundant learning paths from the
learning graph. To the best of our knowledge, it is the first work to address this task. Experiments show that our proposed
approach outperforms all the state-of-the-art baseline approaches, and we also implemented a practical MM4Books system
to prove that users can really benefit from the proposed approach for knowledge learning.

Keywords Knowledge learning · Massive book summarization · Learning path · Digital library

1 Introduction

Textbooks are the primary conduits for delivering knowledge
to the students and the teachers [8]. In the recent 10years,
several projects, such as Google Books1 and Million Book
Project,2 have digitized millions of books, which greatly
facilitate the users to find and read books. However, “Dis-
tringit librorum multitudo” (the abundance of books is a
distraction), said Lucius Annaeus Seneca, who lived in the
first century. When learning a subject, you may be stuck into
thousands of books. Therefore, it would be very helpful for
knowledge learning if all these books can be synthesized into
a concise yet comprehensive picture.

Many approaches are already developed for summarizing
and visualizing news [4,11,24,26–28,37,40,41], scientific lit-
erature [23,36], user-generated content (UGC) [6,25,29,32,
42,43] and patent [38] to solve this issue of information over-
load. However, to the best of our knowledge, no previous

1 http://books.google.com.
2 http://en.wikipedia.org/wiki/Million_Book_Project.
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work has been proposed to synthesize books with the same
subject into a comprehensive picture for effective learning.
In addition, all the above-mentioned approaches for summa-
rizing news, scientific literature, UGC and patent are also not
suitable to address our problem. The reasons are: (1) content
similarity is a useful hint to link articles and further to gen-
erate storyline-like summarization. For example, Wang et al.
[28] and Zhang et al. [38] applied standard “bag-of-words”
representation and cosine measure to calculate content sim-
ilarity. However, books are often lengthy with rich content.
Even for each chapter, it is still more lengthy and complex
than news, articles, comments and patents. Therefore, it is
not suitable to compute content proximity by cosine measure
with “bag-of-words.” Furthermore, it is even hard to obtain
the text of books in reality. Sowe have to represent each chap-
ter by its title. But titles are very short sentences,whichmakes
more challenge for semantic similarity computation. (2)
Books lack temporal information and citation information,
which are also often used for summarizing news, scientific
literature and patent. Fortunately, chapters in books are orga-
nized in sequence, which can be used in summarization.

Knowledge learning is a complex and multi-staged pro-
cess, which should exhibit a very nonlinear structure.
Therefore, linear-structured storylines and timelines are not
suitable for our problem. Inspired by Shahaf et al. [23,24],
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Fig. 1 Example of a Metro Map from massive electronic textbooks for learning Calculus

we want to build metro maps to summarize massive text-
books for efficient learning, where several learning paths are
included for knowledge learning guidance. Figure 1 shows an
example of a metro map for learning Calculus, which is gen-
erated by summarizing massive electronic textbooks about
Calculus.

We think a good metro map for efficient knowledge
learning should satisfy the following properties: (1) High
informativeness. The metro map should contain knowledge-
intensive learning paths. (2)Good fluency. The learning paths
selected in the metro map should be fluent, so users can learn
knowledge easily. (3)High coverage. The metro map should
cover as much knowledge as possible and has less redun-
dancy.

In this paper, we propose a novel framework, called
MM4Books, to build metro maps for efficient knowledge
learning by summarizing massive textbooks. The main con-
tributions are summarized as follows:

– We are the first to propose a framework for massive
textbooks summarization. The framework considers both
informativeness, fluency and coverage of the metro map.

– We address the very short text similarity problem through
weighted word2vec for learning object acquirement. The
experiment validates it outperforms paragraph2vec.

– We create a practical dataset by searching books in a digi-
tal library, and our approach reaches the best performance
compared to the state-of-the-art approaches. Moreover,
we implement a practicalMM4Books system in our dig-
ital library.

The rest of this paper is organized as follows. Section 2
provides an overview of the related work.We formally define
the massive book summarization problem and elaborate the
MM4Books in Sect. 3. Section 4 presents the experiments
and results, and Sect. 5 demonstrates ourMM4Books system
and presents a human evaluation. Finally, Sect. 6 concludes
the paper.

2 Related work

2.1 Learning aids with textbooks

Several approaches have been proposed to facilitate learning
with textbooks.

On one hand, some approaches link relevant supple-
mentary materials to textbooks for learning enhancement.
For example, Csomai and Mihalcea [5] linked encyclopedic
information to educational material. While Agrawal et al. [1]
enriched textbooks by finding images from the web that are
most relevant for augmenting a section of the textbook. Fur-
thermore, they presented a diagnostic tool for algorithmically
identifying those sections of a book that are not well-written
and described techniques for algorithmically augmenting dif-
ferent sections of a book with links to selective articles and
imagesmined from theWeb [2].Kokkodis et al. [14] assigned
educational videos at appropriate locations in textbooks to
further augment the educational experience.

Other approaches try to mine the textbooks to provide
learning aids. For example, study navigator [3] tried to help
students learn the textbooks better and faster by providing
easy access to concepts explained elsewhere in the book that
are most relevant for understanding the present section. Wu
et al. [35] developed a back-of-the-book index generation
method to help users locate information in a textbook.

The most similar works include [15,17,30,31]. Larranaga
et al. [15] presented a system called DOM-Sortze for the
semiautomatic generation of the Domain Module from elec-
tronic textbooks. They tried to identify the structural and
sequential relationships between items of the outline. How-
ever, they resorted to a set of heuristics and only focused the
local features of the two items without considering the global
view of the massive textbooks. Wang et al. [30] extracted
concepts in book chapters using Wikipedia and constructed
a concept hierarchy for one book. They can only construct the
concept hierarchy for one book, but do not consider multiple
books in the same domain. BBookX [17] tried to automati-
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cally and collaboratively build free open online books using
publicly available educational resources such as Wikipedia.
However, the catalog of the book is createdmanually through
a user interface. Wang et al. [31] proposed a model for
concept map extraction from textbooks, but they also only
considered one book.

Our work is quite different from these works. First, these
works only considered the relationships between concepts,
while our work can also be appropriate for more fine-grained
knowledge, such as the definition of definite integral, the
properties of definite integral and the calculation of definite
integral. Second, Wang et al. [30,31] can only extract rela-
tions from just one book, while our work considers multiple
books in one domain, and can build a concise yet comprehen-
sive view for massive textbooks. Third, our work is totally
automatical, but BBookX [17] manually created the catalog
of a book through a user interface.

2.2 Content organization

In accordance with human cognition, a natural way for
learning is to provide a structured, concise yet comprehen-
sive view of knowledge. Recently, researchers have made
some progress by organizing news, scientific literature, user-
generated content (UGC) and patent as storylines, metro
maps and hierarchical structures.

Storylines aim to connect the disparate documents in
sequence. For example, Wang et al. [28] generated pictorial
storylines for given topics from text and image data on the
Internet for providing a sketch of the topic evolution. Zhang
et al. [38] proposed PatentLine to generate a technology evo-
lution tree for a given set of granted patents. Wang et al.
[29] generated socially informed timelines that contain both
news article summaries and selected user comments. Tang et
al. [26] proposed a hddCRP (hybrid distant-dependent Chi-
nese Restaurant Process)-based hierarchical topic model for
news story generation. Zhou et al. [40] proposed an unsuper-
vised Bayesian model to extract structured representations
and evolution patterns of storylines, and they further pro-
posed a nonparametric generative model [41] to extract them
simultaneously. Hu et al. [11] explored the interactions of
storylines in a news topic. Sigurdsson et al. [25] generated
storylines of visual concepts from web data using skipping
recurrent neural network. While Chen et al. [4] generated
multimodal storylines via generative adversarial imitation
learning.

Metro maps can exhibit more complex stories. For exam-
ple, Shahaf et al. [24] generated metro maps on news articles
in aiding users navigate, consume, and integrate difference
aspects of a multi-faceted information need. In [23], they
further constructed metro maps of scientific literature to help
users acquire knowledge efficiently.

In addition, hierarchical structures are also widely used
for content organization. For example, Zhu et al. [42] auto-
matically generated topic hierarchy to organize information
from multiple UGC sources. Dou et al. [6] proposed Hier-
archicalTopics to support scalable exploration and analysis
of document corpora based on a large number of topics. Zhu
et al. [43] constructed a focused topic hierarchy to organize
social media contents.

3 Proposed approach

3.1 Problem formulation and framework

In this section, we define several concepts and our problem
and then give the overall procedure of our approach.

Textbook. A textbook contains its title and a table of content
(TOC), which can be denoted as bi = {ti , toci }. TOC orga-
nizes chapters in either sequential or structural relationships.
The structural relationships exist between a chapter and its
subchapters, while the sequential relationships exist among
chapters in the same level. In our approach, we focus on the
sequential relationships, since knowledge is learned mainly
in sequence. We observed that the top-level chapters in most
books follow the sequential relationships, while subchapters
of one chaptermay follow the coordinate relationships,which
will bring in noise. Therefore, we only consider the top-level
chapters for simplicity. That is to say, toci can be considered
as a sequence of top-level chapters: toci = {ci j }|toci |j=1 . Here,
the chapter is represented by its title. Thus, ci j is the title
of the j th chapter in the textbook i in the sequential order
in TOC. Finally, the collection of textbooks is denoted as
B = {bi }Mi=1.

Learning Object. A learning object o is a collection of chap-
ters with the purpose of learning a specific knowledge item,
which is an atomic piece of knowledge for learning. For
example, two chapters Indefinite Integral and Definite Inte-
gral belong to two different learning objects, while Indefinite
Integral Overviews and Introduction to Indefinite Integral
belong to one learning object.

Learning Path. A learning path is a path for one to follow in
order to reachhis target knowledge. For example, if onewants
to learn the knowledge about Calculus, he/she should follow
a learning path such as Function and Limits → Derivatives
and Differential → · · · → Differential Equation → Dif-
ference Equation. Therefore, a learning path is a sequence
of learning objects for knowledge learning, and it can be
denoted as p = o1 → o2 → · · · → o|p|.

MetroMap.Ametromap is a structured summaries of knowl-
edge, which is formed by a collection of high informative
and coherent but low redundant learning paths with the same
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Fig. 2 The procedure of Metro Map generation for user query q. It consists of three steps: textbook preprocessing, learning graph construction,
and metro map construction

learning objective. Thus, it can be denoted asM = {G,Π},
where G = {V , E} is a directed graph and Π is a set of
learning paths in G. Each node v ∈ V refers to a learning
object, and each edge e ∈ E belongs to at least one learning
path.

Given the above concepts, we formally define our problem
as follows.

Problem 1 (Metro Map for Textbooks) Given a query q and
a set of electronic textbooks B, the metro map generation
task aims to build a metro mapMq for efficient learning the
knowledge about q, whereMq contains a collection of high
informative and coherent but low redundant learning paths
Πq .

The overall procedure of theMM4Books (as shown in Fig. 2)
is summarized below:

1. Textbook preprocessing. Collect the candidate books Bq

by searching the query q in the titles of B, and then gen-
erate the sequence of chapters for each book in Bq . As
shown in Fig. 2, the chapters of the book b2 ∈ Bq can be

represented as {c2 j }|toc2|j=1 .
2. Learning graph construction. Acquire the learning

objects by clustering the semantical similar chapters via
an unsupervised clustering method, and then construct
the learning graph. As shown in Fig. 2, three chapters
c11 ∈ b1, c21 ∈ b2 and c31 ∈ b3 are mapped to the learn-
ing object oi , and chapter c23 ∈ b2 and c33 ∈ b3 are

mapped to the learning object o j . Then, the chapters of
b1, b2 and b3 are all mapped to paths for learning graph
construction by chaining the learning objects into a set
of learning paths.

3. Metro map construction. Select several high informative
and coherent but low redundant learning paths by apply-
ing an integer linear programming technology to build
the metro map.

3.2 Textbook preprocessing

Each electronic textbook in digital libraries follows the
Dublic Core (DC) and Open eBook (OEB) standards, where
the metadata such as title, authors and publisher of a book is
encoded, and the TOC of a book is organized with a hierar-
chical structure in XML format by chapters.

On one hand, in order to quickly collect the candidate
books from massive books for user’s query q, we index the
title of books in B using Lucene,3 and then search the query
q through the index to get the Bq .

On the other hand, we parse the TOC by a XML parser
to obtain the sequence of top-level chapters toci = {ci j }|toci |j=1
for each book bi ∈ Bq . Since the prefix strings in the chapter
titles such as Chapter 1, 1.1, 1.1.1 and �1 will confuse the
similarity computation between chapters, so we use a regular

3 http://lucene.apache.org.
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expression to refine the title of each chapter by removing
these prefix strings in advance.

3.3 Learning object acquirement

In this section, we mainly focus on learning object acquire-
ment by clustering chapters in Bq into groups. Then, each
group can be considered as a learning object.

The main challenge of learning object acquirement is the
similarity computation among chapters. Actually, it is the
very short text similarity problem, since each chapter is rep-
resented by its short title for simplicity, and the similarity
between two chapters is considered as the similarity between
their titles.

However, it is nontrivial to calculate the similarity between
these titles for learning object acquirement.

On one hand, there are no sufficient training data to train
a supervised approach, so recent short text similarity learn-
ing approaches for short text [10,12,13,18,22,33,34] are not
suitable.

On the other hand, unsupervised approaches like sen-
tence embeddings [16], whichwas inspired by the Skip-gram
model, can derive sentence vectors for sentence similarity
calculation. However, using sentence embedding approach
like Paragraph2vec directly for chapter similarity compu-
tation would cause mistakes. Taking the following simple
example, suppose there are three titles Introduction to Indef-
inite Integral, Indefinite Integral Overviews and Introduction
to Definite Integral. Because Indefinite Integral and Definite
Integral are very related to each other, they could have sim-
ilar embedding vectors according to the skip-gram model,
which would lead to that the similarity between Introduction
to Indefinite Integral and Introduction to Definite Integral is
larger than the similarity between Introduction to Indefinite
Integral and Indefinite Integral Overviews.

According to the above example, we observe that words
in sentences are not equal. For example, Introduction ∼
Overviews and Indefinite Integral ∼ Definite Integral (∼
means similar to) should not be treated equally. Therefore,
we differentiate words in titles (after removing stop words)
into two types: topic words and aspect words. topic word
indicates the topic of a chapter, while aspect word indicates
the aspect of a topic in a chapter. For example, in Chap-
ter Introduction to Indefinite Integral, Indefinite Integral is
the topic word, and Introduction is the aspect word. Obvi-
ously, it requires more stringent for the similarity between
topic words. Formally, we use t = {{twi }|tw|

i=0, {awi }|aw|
i=0}

to represent a title, where tw and aw are topic words and
aspect words in the title t , and each of them is represented
by word2vec as vtwi and vawi . Finally, title t can be repre-
sentedby the averagevectors of topicwords andaspectwords
as t = {vtw(t) = ∑

i vtwi /|tw|, vaw(t) = ∑
i vawi /|aw|)}.

Table 1 Top 20 aspect words in the ranking list, and the English words
in brackets are the translated words

Thus, the similarity between title tx and ty can be calculated
as weighted word embedding aggregation as follows.

1. if vaw(tx ) = vaw(ty) = 0,
then sim(tx , ty) = cos(vtw(tx ), vtw(ty)).

2. if vaw(tx ) = 0 or vaw(ty) = 0,
then sim(tx , ty) = α cos(vtw(tx ), vtw(ty)).

3. if cos(vtw(tx ), vtw(ty)) ≥ η, cos(vaw(tx ), vaw(ty)) ≥ ζ ,
then sim(tx , ty) = β cos(vtw(tx ), vtw(ty)) + (1 − β)

cos(vaw(tx ), vaw(ty)).
4. otherwise sim(tx , ty) = 0.

We set α = 0.9, β = 0.8, η = 0.8 and ζ = 0.6
experimentally. Finally, we use repeated bisection cluster-
ing approach [39] for title clustering, and retain clusters that
have an intra-cluster similarity of at least ics = 0.9.

The remaining problem is how to determine topic words
and aspect words in titles. Here, we use a simply heuristic-
based approach to build two word sets: topic word set and
aspectword set.At first,we segment each title intowords, and
remove the stop words. Then, we calculate the inverse book
frequency (IBF) for each word. The IBF measures whether
the word is common or rare across all books. The words with
small IBF value are more likely to be aspect words. So we
rank words according to IBF values in ascending order, and
select top 5000words for human to judgewhether it is indeed
an aspect word. Other words are considered as topic words.
Table 1 shows the top 20 aspect words.

3.4 Metromap construction

In this section, we mainly focus on metro map construction.
We firstly construct a learning graph for Bq , and then select
a set of candidate learning paths from the learning graph.
Later, we define informativeness and fluency for the learning
path. Finally, we apply integer linear programming (ILP) to
select a collection of high informative and fluent but low
redundant learning paths to build the metro map.
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3.4.1 Learning graph construction

Learning graph is a directed graphwith learning objects serv-
ing as nodes and edges representing adjacency relations.

Given the candidate booksBq , the graph is constructed by
first creating a start and end node, called s and e node, and
then iteratively adding each book to it. When adding a book
bi ∈ Bq , the approach first checks each chapter ci j ∈ toci
to see if it can be mapped onto existing nodes in the graph.
If ci j belongs to a learning object o and o has been the node
in the graph, then ci j is mapped onto the o in the graph.
Otherwise, o is inserted into the graph as a new node, and
then ci j is mapped onto it.With the sequence {ci j }|toci |j=1 , a path
s → oi1 → oi2 → · · · → oi|toci | → e can be added to the
graph, where ci j is mapped onto the node oi j . An example
of learning graph is shown in Fig. 2.

3.4.2 Learning paths selection

We can use dynamic programming algorithm to traverse
the learning graph from s to e to obtain all learning paths.
However, there would be too many paths in a graph, since
hundreds of learning objects are contained in the graph.
Therefore, we have to ignore some paths to reduce the num-
ber of paths.

Firstly, we set the minimum path length (in learning
objects) to six. Then, during the traversal, we also bypass
the edges which only appear once in all books in Bq . More-
over, no node can be added twice in one learning path, which
can guarantee no loop in the path. Now, we obtain a set of
learning paths called Pq . Our aim becomes to select the top
K best paths from Pq to form a metro map.

We introduce two factors Informativeness (I (pi )) andFlu-
ency (F(pi )) for the path selection.

Informativeness measures whether a path is knowledge-
intensive. Inspired by [7], we use w(oi , oi+1) to measure
the informativeness of a learning object pair {oi , oi+1}, and
the formula is shown as:

w(oi , oi+1) =
[
frq(oi ) + frq(oi+1)

2

]

·
∑

b∈Bq

dif(b, i)−1

where frq(oi ) is the number of chapters in oi , dif(b, i) is
the distance between the offset positions of oi and oi+1

in the sequence of chapters of book b. That is to say, if
two chapters cbx and cby are in the same book b, and they
are mapped into oi and oi+1, respectively, then dif(b, i) =
max(1, offset(cby )−offset(cbx )). Otherwise, dif(b, i) = ∞.
Here, offset(cbx ) is the location of chapter cbx in the sequence
of top-level chapters tocb = {cbi }|tocb|i=1 in the book b. So
offset(cbx ) = x .

Then, the informativeness of the path pi = s → o1 →
o2 → · · · → o|pi | → e in Pq can be calculated as:

I (pi ) =
∑|pi |−1

i=1 w(oi , oi+1)

|pi |

Fluencymeasures whether a learning path can be easily fol-
lowed. We use a language model to compute the Fluency for
a path pi = s → o1 → o2 → · · · → o|pi | → e, and the
formula is shown as:

F(pi ) = 1

1 − log2
∑|pi |

i=3 p(oi |oi−2oi−1)/(|pi | − 2)

where p(oi |oi−2oi−1) is the probability of oi when given
oi−2oi−1, and it can be calculated by p(oi |oi−2oi−1) =
c(oi−2oi−1oi )
c(oi−2oi−1)

. Here, c(oi−2oi−1oi ) is the number of chapter
sequences cim cin cio when cim , cin and cio (m < n < o) are
mapped into oi−2, oi−1 and oi , respectively. It is similar for
c(oi−2oi−1). Finally, I (p) and F(p) are both normalized to
the maximum value of its metro map.

To select the top K best paths, we combine Informative-
ness and Fluency together in an integer linear programming
(ILP) optimization framework. At first, the score of path pi
is s(pi ) = I (pi ) · F(pi ). Then, we maximize the following
objective function:

|Pq |∑

i=1

s(pi ) · di

where di is a binary variable, that takes 0 or 1, depend-
ing on whether the path pi is selected to form the final
metro map or not. There are also several constraints for the
problem. First, we ensure that no more than K paths are

selected, so
∑|Pq |

i=1 di ≤ K . Then, if two paths are similar,
then only one path can be selected, so the second constraint
is:

∀i, j ∈ [1, |Pq |], di + d j ≤ 1, if sim(pi , p j ) ≥ φ

Here, we use Jaccard similarity to measure the similarity
between two paths by treating the path as a bag of learning
objects:

sim(pi , p j ) = pi ∩ p j

pi ∪ p j

φ is a parameter to tune the redundancy of the map. The
constraint indicates that if the similarity between two paths
is larger than φ, then at most one path would be selected. In
our experiments, we set φ = 0.5 empirically.
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Table 2 Dataset statistics

Query q #Bq #c(Bq ) #lo #Pq

Pathobiology 122 840 84 22,941

Operating system 122 600 64 5410

Sensor 63 347 44 54

Networking 139 723 75 6995

Building materials 67 365 37 1013

Mechanics 130 582 83 243

Software engineering 50 323 38 189

Graphics 28 172 20 30

We solve the above optimization problem by using IBM
CPLEX optimizer.4 Finally, we can easily build the metro
map Mq by assembling these selected K paths.

4 Experiments

To the best of our knowledge, no previouswork has addressed
the same task as we do in this paper, so there is no public
dataset and existing evaluation metrics for evaluation.

In this section, we create an experimental dataset at first,
and then evaluate learning object acquirement andmetromap
construction separately. In each evaluation, we both intro-
duce the evaluation metrics and compared methods and then
give the experimental results.

4.1 Datasets

In order to validate our approach, we create the experimental
dataset by searching books in a digital library with some
queries in different domains.

The statistics of the dataset is listed in Table 2, where #Bq

and #c(Bq ) are the total number of books and chapters in the
dataset for query q, #lo and #Pq is the number of learning
objects and candidate learning paths for query q obtained
from chapters of books in Bq .

4.2 Evaluation on learning object acquirement

Since there is no public dataset for learning objects, we
resort to human judgments to compare paragraph2vec and
ourweighted word2vec approach for learning object acquire-
ment.

At first, we collect a set of chapters Bq , and then cluster
them into groups by paragraph2vec andweighted word2vec,
respectively, which forms Gp and Gw, and each group gi =

4 http://www-01.ibm.com/software/commerce/optimization/
cplexoptimizer/.

Table 3 Comparison results for learning object acquirement

Ics Paragraph2vec Weighted word2vec

Pr Rec F1 Pr Rec F1

0.65 0.75 0.76 0.76 0.58 0.82 0.68

0.70 0.87 0.71 0.78 0.71 0.85 0.77

0.75 0.91 0.62 0.74 0.68 0.91 0.78

0.80 0.94 0.53 0.68 0.78 0.92 0.84

0.85 0.93 0.53 0.68 0.77 0.92 0.84

0.90 0.97 0.51 0.67 0.92 0.90 0.91

0.95 0.97 0.49 0.65 0.93 0.87 0.90

{ti1, ti2 , . . . , tiM } contains a set of chapters. For each eval-
uation, we randomly select a chapter t from Bq , and then
obtain groups gp

t ∈ Gp and gw
t ∈ Gw, which both contain the

chapter t . Then, we ask an evaluator to judge whether titles
in group gp

t and gw
t are similar to t , and obtain two subsets of

titles ĝ p
t ⊆ gp

t and ĝw
t ⊆ gw

t which are similar to t . Finally,
we can get the precision, recall and F1 for paragraph2vec

are: pr p = |ĝ p
t |

|gp
t | , recp = |ĝ p

t |
|ĝ p

t ∪ĝw
t | , and F1p = 2·pr p ·recp

pr p+recp
. Sim-

ilarly, the precision, recall and F1 forweighted word2vec are:

prw = |ĝw
t |

|gw
t | , recw = |ĝw

t |
|ĝ p

t ∪ĝw
t | , and F1w = 2·prw ·recw

prw+recw
. In the

experiment, we randomly select 10 chapters, and ask 5 eval-
uators to evaluate the clustering results by paragraph2vec
and weighted word2vec. The average results are shown in
Table 3.

From the table, we can see that paragraph2vec can obtain
a higher precision, but the recall is intolerable small, which
means it would lose many semantic-similar chapters in the
learning objects. The reason is that paragraph2vec does not
differentiate topic word and aspect word, so it would fil-
ter Introduction to Indefinite Integral and Indefinite Integral
Overviews both for the cluster Introduction to Definite Inte-
gral as discussed in above section. With the increment of the
bisection clustering parameter ics, the precision of weighted
word2vec increases while still maintaining high recalls.

4.3 Evaluation onmetromap construction

4.3.1 Evaluation metric

The quality of a path p can be measured by Q(p) = I (p) ·
F(p)when considering both the informativeness and fluency
of the path, so the total quality of a metro mapM = {G,Π}
can be measured by Q(M) = ∑

p∈Π Q(p). In addition,
the redundancy of the map can be measured by R(M) =∑

pi ,p j∈Π,i< j sim(pi ,p j )

|Π |·(|Π |−1)/2 . Thus, inspired by F1, the total score
of a metro map can be measured by:

S(M) = 2 · Q(M) · (1 − R(M))

Q(M) + 1 − R(M)
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In addition, we can also calculated the total informative-
ness and fluency of the map by I (M) = ∑

p∈Π I (p) and
F(M) = ∑

p∈Π F(p).
Besides, we also perform an evaluation with human judg-

ments to validate the efficiency of our approach.

4.3.2 Compared methods

We compare our approach MM4Books with several state-
of-the-art summarization approaches described briefly as
follows:

– Random: selects paths from candidate paths Pq ran-
domly.

– TopRank: selects the top ranked paths according to the
score of path s(pi ), where pi ∈ Pq .

– TextRank [21]: TR is a graph-based ranking algorithm
of deciding the importance of a vertex within a graph
based on a modified version of the PageRank algorithm
taking edge weights into account. Here, paths in Pq are
considered as the vertices in a graph, and sim(pi , p j ) is
the weight of edge (pi , p j ) and (p j , pi ).

– DivRank [20]: DivRank is based on a reinforced random
walk in a graph. The model can balance the prestige and
the diversity of the top ranked vertices in a principled
way. Here, the graph construction is similar to TextRank.

– Spectral Clustering (SC) [19]: SC makes use of the spec-
trum (eigenvalues) of the similarity matrix of the data to
performclustering. The similaritymatrix S ∈ R|Pq |×|Pq |,
and Si, j = sim(pi , p j ). After clustering, two methods
can be applied to select paths:SCtop andSCcentroid, where
SCtop is to select the top ranked path in each cluster
according to the score of path s(pi ), while SCcentroid is
to select the central path in each cluster.

– DSDR [9]: DSDR can generate a summary which con-
sist of those paths that can best reconstruct the other
paths in Pq . There are two variants: DSDRlin by lin-
ear reconstruction, and DSDRnon by nonnegative linear
reconstruction.

Besides,we also evaluate our approachwith three variants:
MM4BooksI , MM4BooksF and MM4BookQ by taking
s(pi ) = I (pi ), s(pi ) = F(pi ) and s(pi ) = I (pi ) · F(pi ),
respectively.

4.3.3 Experimental results

Table 4 shows the comparison results for the metro map con-
struction with different number of learning paths.

We can see that our approach MM4BooksQ can achieve
the best performance on S(M) against other methods. That
is to say, our method can take both the quality and redun-
dancy of paths into account when constructing the metro
map. TextRank, TopRank and SCtop tend to select paths

Table 4 Comparison results for the metro map construction with dif-
ferent number of learning paths

Method Q(M) I (M) F(M) R(M) S(M)

(a) 5 paths are selected for the map construction

Random 1.12 2.16 2.28 0.44 0.63

TopRank 2.78 4.06 3.36 0.62 0.62

TextRank 1.69 3.18 2.60 0.83 0.29

DivRank 0.96 1.95 2.38 0.33 0.70

SCtop 2.48 3.71 3.28 0.47 0.79

SCcentroid 0.94 1.90 2.30 0.45 0.58

DSDRlin 1.50 2.94 2.48 0.41 0.77

DSDRnon 1.52 2.31 3.15 0.60 0.53

MM4BooksI 1.72 3.62 2.29 0.34 0.91

MM4BooksF 1.63 2.09 3.79 0.26 0.89

MM4BooksQ 2.07 3.43 2.97 0.34 0.95

(b) 15 paths are selected for the map construction

Random 3.08 6.19 6.54 0.42 0.88

TopRank 7.25 11.42 9.31 0.55 0.82

TextRank 5.05 9.38 7.80 0.73 0.50

DivRank 3.12 6.43 7.01 0.36 0.93

SCtop 6.24 10.32 8.88 0.47 0.92

SCcentroid 2.74 5.82 6.74 0.61 0.56

DSDRlin 4.33 8.62 7.32 0.40 0.97

DSDRnon 4.41 7.16 8.90 0.54 0.73

MM4BooksI 2.96 6.79 4.98 0.29 1.07

MM4BooksF 3.02 4.77 7.41 0.26 1.08

MM4BooksQ 3.46 6.37 6.16 0.28 1.13

with high scores but ignore the redundancy. In particular,
for TextRank, it ranks the paths based on their prestige in
a network, so similar paths are selected which increase the
redundancy greatly. In the other hand, DivRank and DSDR
can achieve a comparable redundancy R(M), but they have
slightly low-quality paths.

The parameter φ influences the quality and redundancy
of the metro map. Intuitively, when φ decreases, the redun-
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Fig. 3 S(M) changes with different φ
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(a) Metro Map for “Organic Chemistry” (b) Metro Map for “mechanics”

(c) Metro Map for “Computer Network” (d) Metro Map for “pathology”
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Fig. 4 Example of metro maps from MM4Books system with differ-
ent domains: a Chemistry, b Mechanics, c Computer Network, and d
Pathology. In each map, five learning paths are selected to build the
metro map, where each path is a sequence of learning objects. Each
node represents one learning object, which has a representative title for

browsing. Since the books in our library are Chinese, we translate the
titles into English for understanding in the Figure. The objects which
have more than one color means they are involved into several learning
paths. For example, arene in the Chemistry Metro Map is rendered by
two colors, because it involved into Line 2 and Line 4

dancy would reduce, but it also brings down the total quality
of paths, since two high-quality but similar paths cannot
be selected together. Figure 3 shows the total score S(M)

changeswith differentφ, where all three lines,which indicate
three different number of paths are selected to construct the
metro map, have the similar trajectories. So when φ = 0.5,
our method can obtain the best performance.

5 MM4Books system andmanual evaluation

5.1 MM4Books system

In order to prove that users can really benefit from the pro-
posed approachwhen they learn knowledge,we implemented
the MM4Books system5 for users by collecting electronic

5 http://www.ckcest.zju.edu.cn/kv.

textbooks from our digital library,6 which containsmore than
2.5 million books. When users submit a query for learning,
our system will generate and exhibit the metro map automat-
ically.

Figure 4 shows some metro map examples generated by
our system, which involve different domains such as Chem-
istry, Mechanics, Computer Network and Pathology. In the
examples, we select five learning paths to build each metro
map, and render the learning object with different color to
differentiate the paths. Thus, the learning objects involved
into several paths are rendered by several colors. For exam-
ple, arene in the Chemistry Metro Map (Fig. 4a) is rendered
by two colors, because it involved into Line 2 and Line 4.

When users move his/her mouse on one line, the corre-
sponding learning path could be highlighted as shown in
Fig. 5a, b, where Line 4 and Line 5 are selected. In order

6 http://www.cadal.zju.edu.cn.
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Fig. 5 Interaction with the Metro Map. Users can move his/her mouse on a line to highlight it as shown in a, b, or demonstrate it individually as
shown in c, d

to reduce the interference from other learning paths, each
line can be demonstrated individually as shown in Fig. 5c, d.
According to Fig. 5c, d, we can see that when learning knowl-
edge about Pathology, two learning paths could be followed.
We can firstly follow the path: cell and tissue injury or (tis-
sue adaption and injury) → injury repair → hemodynamic
disorder → · · · → respiratory disease to learn some basic
knowledge, and then learn parasitic disease and endemic dis-
ease or hematopoietic system disease and immune disease
according to different learning paths.

When a user wants to learn one certain knowledge, he/she
can just click the corresponding learning object to show the
detail as shown in Fig. 6a. For example, Fig. 6 shows the
detail about respiratory disease, which contains the gloss
from an encyclopedia, and a collection of related chapters
from different books. Each chapter is shown together with
its belonging book, and the contextual chapters in that book,
which is convenient for users to read books. Then, the user
can learn the knowledge by reading these chapters (Fig. 6b,
c).

5.2 Manual evaluation

In this section, we perform a human judgment to evaluate our
approach.

We generate the metro maps for each query in differ-
ent domains by all comparing approaches on the dataset in
Table 2, where each metro map contains 5 learning paths as
in the MM4Books system (Fig. 4). Then, for each domain,
we ask 10 undergraduate students who major in that domain
to rate the metro maps for the following two items: (1) map’s
informativeness about whether the map cover more impor-
tant learning objects. (2) map’s coverage about whether the
map has less redundancy among learning paths and covers
more learning objects. The ratings range from 1 (lowest) to
10 (highest). During the evaluation, we randomize the maps
to avoid any bias. Table 5 shows the results obtained by man-
ual evaluation. From the table, we can see that our approach
can generate a more informative and high-coverage metro
map than other approaches. In addition, similar to Table 4,
the metro maps generated by TextRank indeed are low-
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(a)

(b)

(c)

Related Chapters

Book Title

The chapter about 
respiratory diseases in 

each book

respiratory diseases

The gloss of respiratory diseases  from an 
encyclopedia

Fig. 6 Example of a learning object respiratory disease, which contains the gloss from an encyclopedia, and a collection of related chapters from
different books as shown in a. Users can click each chapter to show its content for knowledge learning as shown in b, c

Table 5 Manual evaluation by 10 evaluators on Informativeness(Inf)
and Coverage(Cov) of metro map

Method Inf Cov Method Inf Cov

TopRank 7.14 6.15 TextRank 7.50 6.38

DivRank 6.95 6.75 SCtop 7.12 6.58

SCcentroid 7.23 6.68 DSDRlin 7.51 7.19

DSDRnon 7.65 6.93 MM4BooksQ 7.71 7.67

coverage, and the performance of DSDRlin is close to our
approach.

6 Conclusion

In this paper, we proposed an approach to generate metro
maps for efficient knowledge learning by summarizing mas-

sive electronic textbooks. To the best of our knowledge,
it is the first work to address this task. We acquired the
learning objects by clustering the semantically similar chap-
ters via an unsupervised clustering method, and then built
the metro map by applying an ILP-based technique to
select a collect of high informative and fluent but low
redundant learning paths from a learning graph. Experi-
ments show that our proposed approach outperforms all the
state-of-the-art baseline approaches, and the human evalua-
tion on the MM4Books system also proves that users can
really benefit from the proposed approach for knowledge
learning.

There are still some limitations of our approach. First,
the method for learning object acquirement is simple and
heuristic. Second, the human evaluation is relatively sim-
ple, which just takes informativeness and coverage into
accounts. In the future, we plan to introduce knowledge
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graph to promote the learning object acquirement and try
to apply graph convolutional network on the learning graph
to build metro maps. In addition, we would like to pro-
pose more metrics based on educational theory for metro
maps, and make further experiments on human evaluation to
make sure that our metro map can indeed boost the learning
efficiency.
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